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Introduction and motivation

Timeline
Dates: 03/01/2023 - 21/02/2023 (13h45 - 17h)
Format: 7 classes (1h30 class + 1h30 TDs), 1 Exam (21/02)

Room: Salle 08 (Paris Santé campus)

Validation
One homework on 24/01. Deadline: 07/02.
One exam on the 21/02.

Contact
Email: kevin.scaman@ens.fr
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Introduction and motivation

What is Deep Learning?
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Introduction and motivation

First, what are neural networks?
The notion changed over the last 8 decades...!
From early neural networks imitating real neurons...

To highly complex architectures with multiple sub-modules.

Multi-Layer Perceptron AlphaFold
(Rumelhart, Hinton, Williams, 75) (Jumper et.al., 2021)
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Introduction and motivation
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Introduction and motivati

Image Image Text Board games Strategy games Code Protein
classification generation generation (Go, chess) (Starcraft, Dota2) generation folding
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etal, 2012] | etal, 2014] [Vaswani et.al, 2017]  [Silver et.al., 2016] [openai.com/five, 2018] [Brown et.al., 2020] [umper et.al., 2021]

[Karras et.al., 2018]  [Hochreiter et.al,, 2018]  [Silver et.al.,, 2017] [Oriol et.al., 2019] [Chen et.al., 2021]
[news.artnet.com, 2018]  [Devlin et.al., 2019]
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Images generated from prompts using MidJourney (https.//www.midjourney.com/)
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Introduction and motivation

Yann LeCun
@ylecun

Some folks still seem confused about what deep
learning is. Here is a definition:

DL is constructing networks of parameterized
functional modules & training them from examples
using gradient-based optimization....
facebook.com/722677142/post...

Traduire le Tweet

4:32 PM - 24 déc. 2019 - Facebook
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Mathematical formulation

Mathematical formulation

Recap of the ML training pipeline, NN formulation and loss functions
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Mathematical formulation

& @ N -
E < o) x® o) A -
g @,ﬁ, @+ ®+ g
Q Q Q
Affine layer Activation Affine layer Activation Affine layer
Details

We will denote as L > 1 the number of affine layers.

The case L = 1 creates affine models.

Activations are computed coordinate-wise (o(x); = o(z;)).

A “neuron” is a coordinate of the output of an activation layer.
W® and b® are learnt during training.
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Mathematical formulation

Definition (MLP)
Let L >1, (d(l))le[[QL]] e N*£*1 and o : R — R a non-linear activation function. A
Multi-Layer Perceptron (MLP) of depth L, layer dimensions (d(l))leﬂo,L]] and activation o is
a function gy : RI® — RI™ of the form:

where Vi e [1, L], f& V() = Wlhz + @, fC(z) = o(z), WD € RA® xdD
b0 e RAV,
Its parameter is 6 = (W(l)’b(l))leﬂl,L]]'

We denote as g(l)( )= fWo...o0 fM(z) the intermediate output after layer
le[o,2L —1].
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Mathematical formulation

(i gg:X =Y Odierin

Max Max
pooling pooling

Max T8 Max
pooling pooling

AlexNet (Krizhevsky et.al., 2012)
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Mathematical formulation

Data distribution

Let X', ) be an input and output space and D a distribution over (X,)). Then, we denote
our (test) input/output pair as
(X,Y)~D
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Mathematical formulation

Data distribution

Let X', ) be an input and output space and D a distribution over (X,)). Then, we denote
our (test) input/output pair as
(X,Y)~D

Risk minimization (a.k.a. supervized ML)

The objective of risk minimization is to find a minimizer 8* € RP of the optimization problem

min (£(gs(X),Y))

where ¢ : Y? — R is a loss function and gy : X — ) a model parameterized by § € RP.
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Mathematical formulation

Data distribution

Let X', ) be an input and output space and D a distribution over (X,)). Then, we denote
our (test) input/output pair as
(X,Y)~D

Risk minimization (a.k.a. supervized ML)

The objective of risk minimization is to find a minimizer 8* € RP of the optimization problem

min E(¢(g5(X),Y))
where ¢ : Y? — R is a loss function and gy : X — ) a model parameterized by § € RP.

The target loss (e.g. accuracy) may be hard to train, and can thus be different from
the one used as objective during training!
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Loss functions

Loss functions

Mean Square Error vs. Cross Entropy
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Loss functions

> For example, {(y,y’) = 1{y # y'} gives the classification error (i.e. 1 - accuracy).
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Loss functions

For example, ¢(y,y’) = 1{y # '} gives the classification error (i.e. 1 - accuracy).

For classification tasks, we usually use Y = R where C is the number of classes, and
L(y,y’) = L{argmax, y; # argmax; y;} (top-1 classification error) or,
Ly, y')=—>,y;In (exp(yi)/zj exp(yj)> (cross entropy).
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Loss functions

For example, ¢(y,y’) = 1{y # '} gives the classification error (i.e. 1 - accuracy).

For classification tasks, we usually use Y = R where C is the number of classes, and
L(y,y’) = L{argmax, y; # argmax; y;} (top-1 classification error) or,
Ly, y')=—>,y;In (exp(yi)/zj exp(yj)> (cross entropy).

For regression tasks, we usually use Y = R? and

Uy,y') =y —y'l5 = Xi(yi — y;)? (mean square error) or,
Uy, y) = |ly =91 = 2 |lyi — yi| (mean absolute error).
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Loss functions

Definition: /(x,y) = |z — y|3.
Probabilistic model: Assume that there is a # € R? such that

Y; = go(Xi) + &

where g; ~ N'(0,0%1) are i.i.d. centered Gaussian random variables (mean 0 and variance
02), and X; are i.i.d. and independent of 6.
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Loss functions

Definition: /(x,y) = |z — y|3.
Probabilistic model: Assume that there is a # € R? such that

Yi = go(Xi) + &

where g; ~ N'(0,0%1) are i.i.d. centered Gaussian random variables (mean 0 and variance
02), and X; are i.i.d. and independent of 6.

Maximum Likelihood Estimation: The likelihood for the data to be drawn from a given
0 is

_ Y, — X 2
Po((Xe,Y) = | [P(X; P = ¥ - (X)) exp (=22
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Loss functions

Definition: /(x,y) = |z — y|3.
Probabilistic model: Assume that there is a # € R? such that

Yi = go(Xi) + &

where g; ~ N'(0,0%1) are i.i.d. centered Gaussian random variables (mean 0 and variance
02), and X; are i.i.d. and independent of 6.

Maximum Likelihood Estimation: The likelihood for the data to be drawn from a given
0 is

— 3 1Yi — go(X))|3
Po((Xe,Y) = | [P(X; P = ¥ - (X)) exp (=22

Maximizing the log-likelihood is equivalent to minimizing the MSE.
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Loss functions

Definition: {(z,y) = —log (%)

Probabilistic model: Assume that there is a 6 € R? such that, for all classes k € [1, C],
log P(Y; =k | Xi) o go(Xi)k

where X; are i.i.d. and independent of 6.
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Loss functions

Definition: ¢(z,y) = — log (%)
Probabilistic model: Assume that there is a 6 € R? such that, for all classes k € [1, C],
log P(Y; = k | Xi) o go(Xi)

where X; are i.i.d. and independent of 6.
Maximum Likelihood Estimation: The likelihood for the data to be drawn from a given

0 is
exp(go(Xi)y)

Po((Xe¥) = [ [RGB | X0 o TT ol s s
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Loss functions

Definition: (z,y) = — log (%)
Probabilistic model: Assume that there is a 6 € R? such that, for all classes k € [1, C],
log P(Y; = k | Xi) o go(Xi)

where X; are i.i.d. and independent of 6.
Maximum Likelihood Estimation: The likelihood for the data to be drawn from a given

0 is
exp(go(Xi)y)

Po((Xe¥) = [ [RGB | X0 o TT ol s s

Maximizing the log-likelihood is equivalent to minimizing the cross entropy.
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Generalization beyond the training samples

Generalization beyond the training samples

From train accuracy to test accuracy
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Generalization beyond the training samples

Empirical risk minimization
Let (@, ¥i)ie[1,n) be a collection of n observations drawn independently according to D.
Then, the objective of empirical risk minimization (ERM) is to find a minimizer 6,, € R? of

=W
ggﬁgnz 90(:), i)
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Generalization beyond the training samples

Empirical risk minimization
Let (@, ¥i)ie[1,n) be a collection of n observations drawn independently according to D.
Then, the objective of empirical risk minimization (ERM) is to find a minimizer 6,, € R? of

min — Z (g (x;)
e 7 4 90 i yz

Test error
The test error of the ERM model is

It is in general larger than the train error!
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Generalization beyond the training samples

9o, (%) 9o, (%)

trainging dataset (xl-, f(xi))ieu n} trainging dataset (xl-, f(xi))ie{1 -

. N

output space output space

Good generalization Poor generalization

Left model: More regular, worst on the training set, better on the whole space.
Right model: Less regular, better on the training set, worst on the whole space.

How does the model behaves when the test samples are different from the training
samples?
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Generalization beyond the training samples

Training objective and risk minimization
Let g : X — Y be a model and D be a distribution of data points in X x ).

inLn(0) = F plige(X),Y
min p(0) = Ex y)~p(l(9s(X),Y))

During training we minimize L5 () where D,
over the training dataset (74, Yi)ic[1,]-

Ly 8(wsys) s the empirical distribution
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Generalization beyond the training samples

Training objective and risk minimization
Let g : X — Y be a model and D be a distribution of data points in X x ).

inLn(0) = F plige(X),Y
min p(0) = Ex y)~p(l(9s(X),Y))

During training we minimize L5 () where D,
over the training dataset (74, Yi)ic[1,]-

Ly 8(wsys) s the empirical distribution

Other objectives
Usually, our training set is not the final target: our objective is to provide a good model
on another distribution Diegt.
Multiple sub-problems, depending on the test distribution:

Generalization, out-of-distribution samples,
Robustness, interpolation, adversarial attacks, ...
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Generalization beyond the training samples

Setup
Training samples are drawn iid according to the target distribution (x;,9;) ~ D = Diect-
Let én = argmin £13n (0) be the parameter minimizing the training loss.

~

Assume that the model is sufficiently expressive and L5 (6,) = 0. Is Lp(6,) small?
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Generalization beyond the training samples

Setup
Training samples are drawn iid according to the target distribution (x;,9;) ~ D = Diect-

Let én = argmin Eﬁn (0) be the parameter minimizing the training loss.

Assume that the model is sufficiently expressive and Eﬁn(an) = 0. Is Lp(B,) small?

Statistical error

If # € R? is independent of the training samples, then, with probability 1 — 4§,

L5,(6) = L(6)] < 1o M

Unfortunately, é\n depends on the ﬁn
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Generalization beyond the training samples

Decomposition of the error

Let én,t be the parameters after ¢ training steps and 6* € argming Lp(6). Then,

~ ~ ~

LoOnt) = LoOns) — Lp Ont) + Lp, (0ns) — Lp (07) + L (0) — Lp(0¥) + Lp(07)

Generalization error Optimization error Statistical error Approx.
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Generalization beyond the training samples

Decomposition of the error

Let én,t be the parameters after ¢ training steps and 6* € argming Lp(6). Then,
LoOns) = LoOns) = Lp, Ons) + Lp Onr) = Lp (0%) + Ly, (0%) = Lp(0%) + Lp(0%)

Generalization error Optimization error Statistical error Approx.

Approximation error: by the universality of MLPs, is arbitrarily small. d ™\,
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Generalization beyond the training samples

Decomposition of the error

Let én,t be the parameters after ¢ training steps and 6* € argming Lp(6). Then,
LoOns) = LoOns) = Lp, Ons) + Lp Onr) = Lp (0%) + Ly, (0%) = Lp(0%) + Lp(0%)

Generalization error Optimization error Statistical error Approx.
Approximation error: by the universality of MLPs, is arbitrarily small. d ™\,
Statistical error: Convergence in O (\/Lﬁ) by Chebyshev's inequality. n\
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Generalization beyond the training samples

Decomposition of the error

Let én,t be the parameters after ¢ training steps and 6* € argming Lp(6). Then,
L (Ont) = Lo(Ons) = L (0ns) + L5 (Ons) = L, (0%) + Lp (0) — L(6%) + Lp(6)

Generalization error Optimization error Statistical error Approx.
Approximation error: by the universality of MLPs, is arbitrarily small. d ™\,
Statistical error: Convergence in O (\/Lﬁ) by Chebyshev's inequality. n\
Optimization error: Convergence for SGD if function is sufficiently regular. t N\,
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Generalization beyond the training samples

Decomposition of the error
Let én,t be the parameters after ¢ training steps and 6* € argming Lp(6). Then,
LoOnt) = LoOns) — Lp Ont) + Lp, (0ns) — Lp (07) + L (0) — Lp(0¥) + Lp(07)

Generalization error Optimization error Statistical error Approx.
Approximation error: by the universality of MLPs, is arbitrarily small. d ™\,
Statistical error: Convergence in O (\/Lﬁ) by Chebyshev's inequality. n\
Optimization error: Convergence for SGD if function is sufficiently regular. t N\,
Generalization error: Difficult part. Depends on the model and opt. d/,t /., n\,
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Generalization beyond the training samples

Usual analysis
Optimization error decreases
Generalization error increases

There is a trade-off

Usual mitigation strategies
Early stopping
Hyper-parameter selection via cross-validation
Regularization: ming L5 (0) + g(0) (usually g(0) = 7] 0]3)-
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Generalization beyond the training samples

Overfitting mitigated by over-parameterization
After a certain model size, test error starts decreasing again.

Over-parameterizing tends to create implicit regularization.

Classical Regime Modern Regime
Bias-Variance Tradeoff Larger Model is Better
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w \
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2 \ i=———— Interpolation Threshold

01 \

00 D R

1 10 20 30 40 50 60
ResNet18 Width Parameter
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source: https://openai.com/blog/deep-double-descent/
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https://openai.com/blog/deep-double-descent/

Generalization beyond the training samples

Overfitting mitigated by over-parameterization
After a certain model size, test error starts decreasing again.

Over-parameterizing tends to create implicit regularization.
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source: https://openai.com/blog/deep-double-descent/
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Generalization beyond the training samples

Generalization beyond overfitting
All hope is lost... until you forget to turn your computer off during the holidays.
Very (very) large plateaux during training.

Still not a satisfactory explanation (don’t do this at home. ;-) ).

Modular Division (training on 50% of data) Steps until generalization for product in abstract group Ss
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source: Grokking: Generalization Beyond Overfitting on Small Algorithmic Datasets, Power et.al., 2022.
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