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Exercise 1: Distances between distributions

Q1: Show that the total variation distance dTV(µ, ν) defined as dTV(µ, ν) = ∥P − Q∥1 where P
and Q are the densities of µ and ν, also verifies:

dTV(µ, ν) = max
f∈L∞

E[f(X)− f(Y )] ,

where (X,Y ) ∼ (µ, ν) and L∞ is the set of functions bounded by 1.

Q2: Show that the Wasserstein distance dW(µ, ν) defined as dW(µ, ν) = maxf∈L1 E[f(X)− f(Y )]
where L1 is the set of 1-Lipshitz functions, verifies:

dW(µ, ν) ≤ inf
(X,Y )∈Π(µ,ν)

E(∥X − Y ∥) ,

where π(µ, ν) is the set of couplings (X,Y ) such that X ∼ µ and Y ∼ ν.

Q3: Let µ be the law of the uniform random variable over the hypercube {0, 1}d. For X1, . . . , Xn ∼
µ, let µ̂n be the empirical distributions over these n samples. Show that

dW(µ, µ̂n) ≥ 1− n

2d
.
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